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ABSTRACT
AI-enabled smart-home agents that automate household rou-
tines are increasingly viable, but the design space of how and
what such systems should communicate with users remains
underexplored. Through a user-enactment study, we identified
various interpretations of toward such a system’s confidence in
its automated acts. That confidence and their own mental mod-
els influenced what and how the participants wanted the system
to communicate, and how they would assess, diagnose, and
subsequently improve it. Automated acts resulted from false
predictions were not generally considered improper, provided
that they were perceived as reasonable or potentially useful.
The participants’ improvement strategies were of four general
types. Factors affecting their preferred levels of involvement
in automated acts and their interest in system confidence were
also identified. We conclude by making design recommen-
dations for the user-system communication design spaces of
smart-home routine assistants.
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INTRODUCTION
The smart-home market is expected to witness double-digit
growth in 2019, and 29 billion connected devices are forecast
to be shipped by 2022 [17, 10]. Thanks to the rapid advance-
ment of the Internet of Things (IoT) and machine learning,
households can now preset their everyday routines with intelli-
gent assistants [23], we may soon see prediction-based smart
homes, which will leverage information collected from IoT
devices to learn our intentions and then automate household
routines based on our behaviors [54, 36]. Such prediction-
based systems would require effective communication, not
only because constant user feedback is crucial to making their
predictions more accurate[28], but also because users who
lack knowledge of machine learning are likely to have unreal-
istic expectations of what such systems can do and how long
their learning phases will take [15]. This could lead them to
stop utilizing such systems’ predictive functions, or at worst,
to abandon system use altogether [65, 47]. However, the
design space of user-system communication for smart-home
routine assistants (SHRAs) remains underexplored. We define
SHRAs as “agents that predict residents’ intended actions on
connected home appliances based on their former daily rou-
tines/behaviors and automatically perform those actions for
them in households.” This paper is intended to study what



users want from such communication and how systems should
communicate with them, focusing on SHRA that are designed
to automate households’ routines based on predictions of their
members intention, and proceeding from the assumption that
effective communication is key to SHRA adoption.

Our two principal research questions are: 1) What do house-
hold members want to know about their SHRAs’ automated
actions when communicating with them? 2) How do house-
hold members want SHRAs to communicate such content with
them? Additionally, in light of the fact that frictions caused by
false predictions appeared to be unavoidable in an earlier stage
of smart-home rollout, we added a third research question:
3) How do household members perceive and assess incorrect
automated acts caused by false prediction, and how would
they choose to correct them and/or change SHRAs to make
such errors less common?

We adopted user enactment [52, 53, 68] to explore these as-
pects of user-system communication. User enactment allows
researchers to understand potential users’ behaviors through
observing how they interact with study objects. In this ex-
ploration, we adopted the term confidence in the user-system
communication content. Confidence, defined as “faith or be-
lief that one will act in a right, proper, or effective way” [44],
does not apply only to humans in this context. Several well-
known AI-assisted products, including those focused on under-
standing language [39] and on activity recognition [18], have
utilized the notion of confidence in their prediction outcomes.

This paper’s main contributions are as follows. First, we show
that SHRA’ own levels of confidence and their users’ mental
models both affect how the users would assess, diagnose, and
would seek to improve SHRAs. Second, it identifies four main
strategies users adopt to improve their SHRAs’ prediction ac-
curacy, including configuring, demonstrating, simplifying, and
complying, along with factors affecting their preferred levels
of involvement in automated acts, and their interest in know-
ing about their systems’ confidence levels. Third, we suggest
four design spaces of user-SHRA communication, including
onboarding, routine prediction and automation, occasional tips
and quick facts, and configuration panels.

RELATED WORKS
To understand user-smart home communication better, we
investigated related bodies of work including research on smart
homes in general, on the importance of communication, and
on how users interact with intelligent systems.

Smart homes, appliances and management systems
Smart homes have been referred to as ”an application of ubiq-
uitous or pervasive computing” [46] covering ventilation, air
conditioning, lighting and home-security systems, among oth-
ers [63]. Researchers have focused on single devices such
as thermostats [1, 24, 65] or on general management sys-
tems [55]. With conversational agents gaining in popularity,
a growing body of literature has studied the usage of Alexa
in households [57]. Users’ routines, privacy preferences, and
relationship types, as well as long-term changes such as the ar-
rival or departure of original occupants, have been considered
crucial to the design of smart homes [12, 19, 66]. Previous

studies have also discussed the adoption and appropriation
of intelligent systems by households [64] and how to design
proactive or reactive services for inhabitants that are tailored
to their expectations [7, 25, 41]. Multiple interface designs
for smart-home management have been explored [9, 5, 43],
leading some scholars to urge the adoption of central control
systems as essential to the integration of multiple agents [67].
And, in addition to the technology itself, the concept of digital
housekeeping has been introduced as a framework for under-
standing how smart homes are maintained by their respective
households [21, 26, 56].

Communication as Fostering Trust and Understanding
Trust is key to successful user-system collaboration. As
demonstrated by research in the field of human-robotic in-
teraction, users are more willing to use automated systems
when they have more trust in them [61]. In household settings,
trust is even more critical, due to homes’ intimate and complex
character, and trustworthiness has been ranked at the top of
lists of desired qualities for smart homes [42, 43]. Conversely,
unreliable automation can lead to frustration among users [7].
To foster trust, it has been argued that systems’ communication
with their users should include rationales for how they have
been designed, and/or explanations for their specific actions
[2, 58, 61, 62]. As well as building trust, such explanations
could render users’ understanding of such systems more real-
istic, which in turn could enhance the overall quality of their
interactions with them [8]. In terms of specific communication
techniques, “confidence” discourse has been proposed as a
key means of improving the communicative effectiveness of
system outputs [20]. However, “confidence” in this context
has been assigned two divergent meanings: either a system’s
level of certainty that its own actions are appropriate [40, 61],
or users’ confidence that the outcomes of system actions will
be desirable ones [16].

Mental Models and Expectations of Intelligent Systems
Past studies of users’ mental models of intelligent systems
have reported that such models can be shaped both by users’
technical backgrounds and by their previous experiences [35,
50]. Nevertheless, without any assistance, prior research par-
ticipants have been able to ascribe basic machine-learning
concepts to intelligent systems [59], and to form plausible –
albeit fuzzy – mental models of them quickly [8, 29]. This
fuzziness could be addressed via direct explanations of system
behavior [28], though when dealing with lightweight intel-
ligent systems, such an approach might not be as useful as
in relatively complex ones [58]. Because mental models are
gradually formulated from subjective experience and knowl-
edge, which ipso facto vary across individuals, it is reasonable
to assume that there are numerous possible mental models
of any given system. Kim and Lim, for example, identified
two main mental models of interaction with intelligent agents,
namely the Getting-Things-Done (GTD) Agent model and the
Companion Agent model [27]. This categorization reflects that
some individuals long for control over these systems, whereas
others are more willing to cooperate with them [6, 27]. Jensen
et al., meanwhile, identified three personas for smart homes –
the helper, the optimizer and the hedonist [25] – each with its



Figure 1. Sample combinations of factors in our user-enactment scripts

own distinctive combination of three desired characteristics,
control, automation and uniqueness.

Users’ Tactics When Systems Err
Myers et al. found that the tactics people adopted when fac-
ing obstacles to their interaction with voice-user interfaces
generally included articulation, simplification, or adding more
information to their utterances. These tactics were sometimes
accompanied by frustration or led to task abandonment [47].
Lahoual and Frejus noted that users of Alexa would not only
rectify their language but engage the device physically, such
as by gazing at or approaching it, if hyper-articulation failed.
Interestingly, those who persisted in their attempts to commu-
nicate were more likely than those who abandoned them to
forgive the system and accept its errors [30].

Despite the abundance of prior research on smart homes, how-
ever, there have been few explorations of either how an intel-
ligent agent that automates routines for users should commu-
nicate about its own behavior, or specifically what it should
communicate. We aim to fill this research gap, with the wider
aim of improving smart-home design.

METHODOLOGY
Participants
The 20 participants (10 females, 10 males) were found via a
Facebook group dedicated to recruiting participants for HCI
studies in Taiwan. All were aged between 20 and 33. Four
had studied engineering-related subjects at university, and two
of those had prior experience of smart-home devices such as
Google Home because they worked in related fields. However,
the majority were not tech-savvy. Further particulars of all
participants’ background can be found in Appendix 1.

User Enactments
Since SHRAs are still at the forefront of technology and have
limited consumer visibility, we utilized a technique called
user enactment to identify households’ patterns of and pref-
erences for interacting with such system [68]. Specifically,
in user-enactment participants undergo a series of structured
engagements with a given technology that vary in multiple di-
mensions that the researchers are interested in. This facilitates
exploration of potential users’ values and expectations regard-
ing that technology, via both observing and directly querying
their responses and reflections on different designs and set-
tings, thereby establishing possible directions or concepts for
future iterations [52, 53].

Figure 2. The four user interfaces used in this study. The message on
the smartwatch reads, ”I have 20% confidence that you want to turn on
the lights”, and the one on the smartphone says, ”I have high confidence
that you want to turn on the TV”. The former was printed on cardboard
while the later was an interactive prototype

Participants were asked to imagine that they were in a smart
home where SHRA could automatically turn on appliances
according to its predictions of their intentions. We designed
three sets of scripts, each containing four scripts featuring
three home-automation scenarios apiece (i.e., 36 scenarios in
all). Each participant was assigned randomly to enact the 12
scenarios in one script set. Each scenario varied according
to three primary and four secondary dimensions. The former
were home appliances, timeliness of automated actions, and
notification timing, and the latter, communication interface,
level of user involvement, level of confidence, and confidence-
presentation format (see Figure 1). Due to the existing liter-
ature’s inattention to how SHRA should be explained to its
users, we chose confidence as our communication prompt to
elicit the participants’ thoughts and desires for SHRAs.

The home appliances in the scenarios included a television
(TV), an air conditioner (AC), a light, and a fan, which are
popular devices for smart homes to control [57, 60]. Since
light is fundamental in modern households, it was selected as
the default appliance that participants were required to enact,
resulting in three appliance combinations: 1) light, AC and
fan, 2) light, TV and fan, and 3) light, AC and TV. Each script
focused on one combination. The timeliness of automated
actions had three facets: false, early, and late. The timings of
notification also had three facets: prior to the automated action,
after the automated action, and no notification. Thus, there
were nine combinations of timeliness and timing (3 x 3) in any
given set of 12 scenarios. The remaining three were filled with
false-prior, false-after, and late-no, which we were interested
in, as eliciting participants’ reactions to SHRAs making mis-
takes or delaying automated actions without any notification.
We randomized the order of these 12 combinations.

Regarding the secondary factors, the communication interface
through which the SHRA communicated with the participant
included a smartphone, a smartwatch, a voice-user interface
(VUI), and ambient light (represented via LED light strings
in front of home appliances), which have been explored in
previous smart home studies [37, 22, 32] (See Figure 2). User
involvement referred to the extent to which the participant
was involved in the SHRA’s three types of automated actions:



asking permission to perform an action; notifying the user
that an action had occurred; and not providing any such in-
formation. To test confidence, we classified it into two levels,
low and high, representing how sure the SHRA was about its
prediction of the participant’s intention to turn on a particular
appliance. The above-mentioned dimensions were randomly
and evenly assigned across all 36 scenarios. We randomly as-
signed a presentation format (categorical or numeric) to each
confidence level, i.e., 80% or high confidence, and 20% or
low confidence. This was done because LED strings could not
display characters, and thus were incapable of displaying con-
fidence levels numerically. Also, it should be noted the LED
lights could not ask for, or inform users about the decisions
made by SHRAs; thus, levels of user involvement were not
tested for this interface.

Study Procedure
Participants were invited to our laboratory, which was set up
to resemble a living room, with a set of sofas, a bookshelf,
several home appliances (including the four target ones), and
a panoramic camera attached to the ceiling, as adopted in
prior research [38] (Figure 3). A member of the research team
serving as a moderator explained the study procedure and in-
troduced the SHRA configuration, including that its behavior-
detection and intention-recognition efforts were based on what
the panoramic camera captured. Each participant was then
given the scripts for his/her enactment session, which was
designed to last around 90 minutes.

We adopted the Wizard of Oz technique [11] to stimulate au-
tomation in each scenario. At the start of each script, the
moderator explained its background and then ran the three
scenarios in a predetermined order. Within each scenario, the
participant was told the context and the appliance he/she in-
tended to turn on, such as waking up and intending to turn on
the light. The contextual factors included busy, lazy, tired, en-
ergetic in combination with waking up, going to work, off work
and on holiday. The moderator asked the participant to imag-
ine him- or herself in that scenario and enact it. According to
the assigned combination of home appliance, the timeliness of
automated act, and the notification timing, the wizard and the
moderator determined the timing of both when the interface
was shown and when the home appliance was controlled. Par-
ticipants were presented with SHRA notifications such as “I
have 20% confidence that you want to turn on the AC” or “I
have high confidence that you want to turn on the lights”(for
a full list, see Appendix 2 in supplementary materials). The
participants were asked to use a think-aloud approach to de-
scribe their experiences and feelings about automated actions.
Then, after the enactment was finished, the moderator imme-
diately used a semi-structured interview approach to capture
the participants’ feelings regarding the appropriateness of the
automated actions; the SHRA’s communication style and con-
tent; and how, if at all, they would correct or improve the
system (for the questions, see Appendix 3 in supplementary
materials). In addition to the initially assigned interface, the
moderator provided participants successively with other inter-
faces and/or designs of the same interface, and asked them to
explain which they preferred and why. Upon the completion of

Figure 3. The laboratory set up as a living space

all 12 scenarios, each participant was paid a cash honorarium
of NTD 500 (USD 16).

Qualitative Analysis
For qualitative analysis, we used affinity diagramming [34].
After transcribing audio recordings of the interviews into affin-
ity notes, we convened five organizing sessions to group and la-
bel them iteratively. Between labeling sessions, the researchers
discussed notes they were unsure about, walked the affinity
wall together and regrouped whenever necessary. This process
resulted in several high-level themes that will be presented in
the following section.

FINDINGS
Our findings fall into four main categories: 1) factors affecting
participants’ desire to be involved with the system’s auto-
mated actions; 2) communication content, focusing on the
participants’ interpretations of confidence, factors affecting
their interest in knowing about confidence, and other content
they desired to know about when communicating with the
SHRA; 3) how the level of confidence and the participants’
own mental models affected their assessment and diagnosis of
automated actions, and how they said they would improve the
system’s predictions; and 4) how the participants personified
the SHRA and what they expected of it.

Should SHRA Ask for Rermission, or Only Notify?
How much a system should involve users in its decisions and
actions has been a recurring theme in work on intelligent sys-
tems [3, 7, 42, 51]. In the present SHRA context, we found that
participants generally wanted to stay on top of the system’s
automated actions, and wanted to be asked for permission or
notified, rather than having the SHRA execute such actions
“silently” or “secretly.” As P8 commented, “It just turned it
on without showing anything. It just suddenly did it. That’s
it? Nothing else? I didn’t even know that ‘beep’ sound was
from the AC.” Other participants, including P20, commented
that automated actions without notifications frightened them,
and considered it especially inappropriate when such actions
were not what they intended. However, whether participants
preferred the SHRA to ask for permission, or simply to no-
tify them about automated actions, was dependent on several
factors that will be discussed below.

Perceived Possibility of An Action Being Wrong
The most commonly mentioned factor was the participants’
subjective assessment of how likely an automated action was



to be incorrect. System confidence provided an important
signal of such a possibility. That is, most of the participants
wanted the SHRA to automate without asking when it had
high confidence in its prediction, but preferred it to ask for
permission if it had low confidence. As P10 commented, “If
it has high confidence in its action, based on an analysis of
my past behaviors, then it should do it without asking. Low
confidence means it is not sure, and it should ask me.” And
conversely, some participants felt that it would be redundant
for the SHRA to ask for permission despite having high confi-
dence. However, if they knew the SHRA was “still learning”
a specific pattern, the participants preferred it to ask for per-
missions. And, regardless of confidence, some participants
doubted that an SHRA could ever accurately recognize their
specific intentions, from among the wide array of possibilities.
As P6 commented, “No automation for this. When I sit here
I could do other things [than watching TV], like use my lap-
top, do some reading, and so on. It’s very likely to judge it
wrong. [...] [P]eople have their own habits”. Similarly, P3
commented, “It’s too hard to predict one’s mind. So, I’d go
with it asking me what I want to do when I raise my hand and
asking me another thing when I raise my leg.”

Desired Level of User Control: Be Respectful
The second important factor affecting the participants’
permission-vs.-notification preferences was their desired level
of user control. Despite most appreciating the convenience
of automated actions in theory, a few disliked it in practice.
As P7 complained, the SHRA “just turned on the TV without
asking me, [and] I found it quite disrespectful”. P16 said, “if it
turned on the TV for me and then told me that it did it [without
asking], that is assertive.” Some, like P11, told us that they

“preferred to have certain control instead of machines making
every decision.” And P20 said, “I’m more used to me telling
it what to do. I’d be scared if its voice suddenly came out.”

Cost of Automated Acts: Automate When The Cost is Low
Whether the participants felt the SHRA should ask for permis-
sion also depended on the perceived cost of its actions: with
these being deemed especially inappropriate for specific types
of home appliances and in risky situations (“systems should
ask before turning on gas or something dangerous” [P16]).
Less serious, but still troublesome, was manually turning off
appliances that had been turned on due to incorrect prediction:

“If the system turns on the wrong device, I have to go there
just to shut it down” (P12). The SHRA asking permission
could not only prevent such trouble, but also give users the
opportunity to coordinate while answering, as P6 explained:

“If the system told me it was turning the AC on for me, then I
could go and close the window”. On the other hand, if the cost
of the incorrect action was seen as low, participants were more
open to SHRA not asking but just giving it a try: “Though it
was not what I intended to do, I am heading to that direction
[where the switch is at] and could just turn it off by the way.
So I think it‘s OK” (P16).

Other Contextual Factors
Participants also mentioned that contextual factors such as
their own whereabouts and emotional states, the physical en-
vironment, and the presence of other people could influence

their permission-vs.-notification preferences. As P3 noted, “It
depends on my mood, if I want to relax during the weekend, I
would like the system to do it for me.” P4 said, “It is about the
weather. If it was hot outside, it would be nice to have it auto-
matically turn on AC for me, but if it were cold, it would be
annoying.” He also preferred the SHRA to ask for permission
when kids were present, instead of acting on its own,“If kids
are also in the living room, when the TV is suddenly turned on,
they might get distracted and abandon their original reading
plan, and go watch TV instead”.

Interpretation/Perception of and Interest in Confidence
Interpreted Meanings and Feelings About Confidence
When prompted to describe what confidence meant, the partic-
ipants used an array of broadly similar terms such as probabil-
ity, possibility, likelihood, accuracy, certainty, and strength of
association. Other interesting interpretations included “how
sensitive the system is” (P6), “what the system knows/thinks
I want to do” (P13, P18), “prediction of my own confidence
in doing it” (P10), and “a kind of desire or urge to do some-
thing” (P19). Despite positive comments about how con-
fidence boosted their awareness of the system’s status, the
participants did report some negative feelings that we did not
expect, including an impression of the system’s incompetence,
and being reminded that the SHRA was only a machine. For
example, P16 told us the confidence model made “the system
seems like it is still under development”, because he expected

“an actual product to be fine-tuned already [...] it wouldn’t need
to be supported by showcasing confidence.” P9 said that the
confidence elements of user-SHRA communication made it
seem “very machine-to-human, instead of human-to-human.
If an action is right, it is right; there is no ‘confidence’ in
human interaction.” Also unexpectedly, P19 noted that con-
fidence implied a sense of reluctance: “it sounds a little bit
involuntary. It’s like a secretary who takes my input and does
things for me but is unwilling”. And P8 provided another
interesting perception when seeing 20% confidence, “At first
sight, I felt it was low. But then I was thinking, is it actually
telling me that it has high confidence? When you have one
side of 20%, you have the other side being 80%.”

How Much Did Participants Want to Know About Confidence?
The participants did not always think confidence information
was necessary. The four main factors that influenced their
desire to learn about confidence are discussed in turn below.

Curiosity about the system. Simple curiosity about the SHRA’s
confidence had strong impact on whether the participants
wished to be told about it. Curiosity operated on a spectrum,
with a few participants uninterested in knowing about the sys-
tem’s confidence at any point in the user enactment, and at the
other extreme, several wanting it to be stated for all automated
actions. Curiosity about the system, in turn, was influenced
by their level of understanding of how SHRAs work. Partici-
pants who believed that the SHRA’s acts could only be right or
wrong, with no room in between, often had low curiosity about
confidence, since they only cared what was being done instead
of why it was being done: P14, for example, said “as long as
it turns [the appliance] on for me, it is enough, I don’t care
much about how confident it is.” Similarly, P9 commented, “to



achieve my goal [turning on specific appliances], I don’t need
it to say what it has predicted”. On the other hand, those who
understood that intelligent systems were not as definitive were
more curious about confidence regardless of the correctness
of the automated actions, since they would like to know what
went into the automation decisions. P12 said, “I feel better if I
know the system at least is confident in what it does. If it does
not show confidence, I would wonder why it even automates it
in the first place.”

Perceived opportunities to interfere with automated acts. Be-
tween the two ends of the above-mentioned spectrum were
participants who cared about confidence only in certain cir-
cumstances. Mostly, this depended on whether they were
allowed to modify the SHRA’s decision in the moment, such
as by correcting its appliance selection or stopping its action
altogether. P1 noted, “If the system had already done it, it
was unnecessary to know its confidence level.” Others shared
this view that confidence information was unhelpful in cases
where they could not intervene in the SHRA’s actions.

The correctness of automated actions. Participants’ desire to
know confidence information was also influenced by whether
they perceived a given SHRA prediction as correct. If they
saw it as incorrect, they often expressed interest in why the
SHRA had been confident in its action, to help them make
sense of the system and how best to use it.

Participants’ availability in the moment. Finally, the partic-
ipants’ interest in confidence information was impacted by
their own perceived availability, physically or mentally. When
participants were in a rush or simply ‘not in the mood,’ they
were less interested. As P15 said, “I don’t want to learn about
confidence now, since I just got off work. All I want to do is
relax.” Yet, some – including P15 – mentioned that once they
felt available, they would choose to look such information up.

No Unified Preferences About The Presentation of Confidence
Nine participants were in favor of numeric presentation; seven
preferred categorical presentation; two liked both equally; and
two offered no opinion. P6 mentioned that with the numeric
format, “it was easier to customize the threshold for automa-
tion”. Precision was another reason some people preferred the
numeric approach: “I like 80% better because it is more pre-
cise. Above the middle could be considered ‘high’, therefore

‘high confidence’ could range from 60% to 90%, and to me,
there is a huge difference” (P5). Those who preferred the cat-
egorical approach argued that a rough idea about confidence
was good enough: “If given too much information, I might
overthink the system” (P8). P19 likewise commented, “it is
hard to describe what I want to do now with numbers. The
idea of high, medium and low is more abstract”.

Assessment, Diagnosis, Correction, and Improvement
As frictions caused by false predictions may be unavoidable,
especially in the early stage of adopting an SHRA. Below, we
present how our participants assessed and corrected automated
actions caused by the SHRA’s false predictions, and their
suggestions for system improvement.

Assessment of Automated Acts: Incorrect vs. Inappropriate
We observed that the participants’ assessments of whether
automated actions were correct or appropriate were based
on three main factors: 1) the timing for turning on specific
home appliances; 2) the confidence-level information they
were given; and 3) how they made sense of the SHRA. With
regard to the first, most participants preferred the SHRA to
ask for permission to turn on the TV and AC before they
reached the remote control. That is, they considered the system
response to be too late if they were already reaching for the
remotes, because such actions were obvious signs of their
intentions. For appliances without remotes, on the other hand,
the participants mostly felt that the ideal time to be notified
was when they were walking toward the switches. However,
some thought that this was too late, and preferred to be notified
as soon as they stood up.

Confidence level also played a vital role in the participants’
assessments of automated actions. A low-confidence action
was not necessarily considered a success even if it was both
correct and timely, as some participants ascribed it to luck,
while others perceived it simply as problematic. As P4 com-
mented, “It did it right but only had 20% confidence. I think
it’s still a wrong prediction. I think it’s too low, it should have
been higher.” False or late automated actions performed on the
basis of low confidence, on the other hand, were generally con-
sidered understandable and forgivable, though some people
expressed curiosity about why the SHRA had performed them
despite its confidence being low. Their greatest dissatisfaction
was with false/late automated actions performed with high
confidence. As P8 said, “I would scold the system when it
made wrong predictions and told me that it had high confi-
dence. If it had low confidence and got it wrong, that’s more
understandable”. Similarly, P17 said, “If it had low confi-
dence and made mistakes, I could accept it. But if it had high
confidence and still made mistakes, I probably wouldn’t”.

We found it particularly interesting that a participant‘s assess-
ment of whether an act was a failure also depended on its fit
with their mental models and whether the false predictions
made sense in the wider context. For example, P15 told us,

“Since the two remotes were placed right next to each other,
it was reasonable for the system to automate the act, I think
it‘s quite okay.” Similarly, P20 said, “I would assess multiple
automated acts together. If I wanted to turn on the lights yet
it turned on the TV, I would be okay with it, since both of the
things were what I would possibly do.” He also commented on
a specific wrong action by the SHRA, i.e., turning on the TV
when he intended to turn on the AC: “I didn’t feel it‘s a wrong
judgment. It asked me about TV possibly because I might turn
on the TV after I turned on the AC. [...] So it was predicting
my next move.” As for the later factor, P8 mentioned that as
long as the false prediction made sense in the wider context
of whether he foresaw himself turning the same appliance on
later, he felt comfortable with it being wrong.

Diagnosis: Figuring Out What Went Wrong and Why
Except for those (n=2) who cared only about prediction out-
comes, the participants tended to diagnose SHRA actions’
correctness by speculating about what information the system



had collected, how it had predicted their intentions, and why
the automated action was chosen. All such participants also
expressed a desire for the SHRA to offer information beyond
confidence. P20 reported that he would know how to adjust
the system based after learning “knowing how it decides”,
while P11 said “Confidence allowed me to check what kinds
of judgement it makes and what kinds of problems it has.”

The participants’ desire for more information was especially
strong when false predictions were made with high confidence.
As P8 said, “Which part of my action led it to have such high
confidence that it made this mistake? If I knew the clues it
used, I‘d figure out how to weaken the connection. [...] I think
this solution would work.”

While the surveillance camera was introduced to the partic-
ipants only briefly, without an explanation of how a vision-
based machine-learning model could recognize their behavior,
several tried to identify the information SHRA might have
leveraged to make its predictions. P2 speculated that the TV
had been automatically turned on “because I was facing the
TV when reading”. A few participants even speculated that the
SHRA had collected extra, non-visual information from the
surveillance camera, such as body temperature, postures, eye
contact, and the status of other appliances: “Could it tell me
why it thought I wanted to turn on the AC? Was it because I
entered a certain zone or I had high body temperature?” (P13)

Correcting: Giving Feedback to The SHRA In The Moment.
The participants were shown a variety of interfaces with dif-
ferent modalities, and asked to compare how they liked each
one as a means of receiving communication and providing
feedback to the SHRA in the moment. Participants’ avail-
ability was again a key factor here. While P2 said, “Since
the prediction was wrong, I would like to fix it now.”, many
perceived themselves as pressed for time wished to provide
feedback later; as P15 explained, “It is annoying to have mul-
tiple prompts for feedback in a short period of time [...]. I‘d
rather provide feedback all at once later.”

The participants generally preferred interfaces that could be
accessed quickly and directly. However, for this reason, they
had diverse preferences vis-a-vis smartwatches, smartphones,
and VUI. Smartwatches were considered the most convenient
by those who already wore them on a daily basis: “When
at home, I might leave my smartphone somewhere and go do
other things, but I would always have my watch with me” (P6).

Other participants favored either smartphones or VUI, depend-
ing on how often they carried their phones with them at home,
and how easy they found it to communicate via VUI. The
advocates of the latter reported that “talking” to the SHRA
from anywhere in the home was more convenient than commu-
nicating via a tangible interface. As P12 commented, “I think
voice assistant is better because I don’t need to carry a de-
vice around.” Some mentioned other advantages, such as that
smartphones allowed more fine-grained adjustments to room
temperature or notification time, due to their relatively large
screen size. Some participants felt that VUI absolved them
from learning how to use a tangible interface, i.e., that they
could “just talk” to give feedback; in that context, P19 stated,

“I don’t want to learn another interface just for a new device.”
However, a few participants with experience of using VUIs
questioned how easy they would be to use as one’ primary
interface with an SHRA. Some mentioned that inputs might
be recognized incorrectly, especially when there were other
noises, which made them likely to repeat commands; and oth-
ers thought that listening to VUI was too time-consuming and
slow. “I need to listen to the last word to find out that it has
low confidence. I hope it can either talk faster or rearrange
the important line to the front” (P8). Another concern was that
the voice the SHRA generated might disturb family members
that were not engaging with it: “I would prefer voice assis-
tants when being alone, yet if there were other people doing
their things in the same area, I would choose smartwatches or
smartphones.” (P10).

Lastly, a few participants said they wanted to communicate
via other methods to correct the SHRA in the moment: e.g.,
directly via the camera; moving their body/making gestures;
or suddenly picking up the TV remote, in the hope that SHRA
would recognize their intentions and correct itself.

Strategies for Improving The SHRA’s Predictions
As well as wanting to give the SHRA real-time feedback, many
participants mentioned that they would like to improve its
prediction retrospectively, using one or more of the following
strategies: configuring, teaching, simplifying, and complying.
Their choices regarding such strategies depended both on their
mental models of the SHRA, and how much effort they were
willing to put in to improving it.

The configuration approach could be subdivided into two types.
First, despite confidence being computed by the SHRA itself,
many participants perceived it as modifiable, and wanted to
suggest the ‘correct’ level of confidence the system should
have computed. For example, P1 said, “it said that it had
20% confidence. [...] the confidence level should have been
higher. I wish there was some way to adjust the confidence
level upward.” The second type was to reconfigure the mea-
surements and thresholds the participants thought the SHRA
had adopted to estimate their intentions. Whereas some par-
ticipants suggested distance (in meters or step count), others
suggested time (in seconds). Some also proposed allowing
directly specification of a location on a map of their home.

The second strategy they mentioned was directly teaching
the SHRA their behaviors. For example, P16 said that if the
system erred, “I would want to start re-training it. I could
only train it by repeating my current gestures and giving the
same feedback.”

The third strategy, advocated by participants who perceived
that certain associations between their behaviors and their
intentions were challenging for SHRA to accurately recog-
nize (e.g., due to the complexity of the physical setting, or
behaviors that might reasonably signal multiple possible in-
tentions), was to simplify the patterns the SHRA needed to
recognize and learn. To achieve this, they rearranged the physi-
cal configuration of the area, so that the relation between home
appliances and furniture would be more distinguishable. As
P5 commented, “I should place the AC remote further [from



the TV remote], so the system can detect it better.” Similarly,
P8 said that if the SHRA made wrong predictions, she “might
move the TV a little bit away from the AC.”

Rather than attempting to improve the SHRA’s learning, the
fourth strategy consisted of the participants’ compliance with
the existing patterns that they perceived the system had learned
from them. Several mentioned that they would try to recall
which of their postures and gestures had triggered correct
automated actions, and then deliberately perform them when
they wanted the same effect. Therefore, those participants
who thought the system recognized their intentions chiefly via
the camera reported staring at it: e.g., “I wanted to turn on the
lights, so I gave the light an extra few stares. Even after I left,
I still kept staring at the switch, thinking maybe that would
increase the system’s confidence [about turning on the light]”
(P5). Other participants waved at the AC or picked up the TV
remote deliberately for similar reasons.

However, some participants did not expend effort on improv-
ing the system, either because they thought doing so was the
sole responsibility of product developers, or because they re-
garded themselves as unable to improve it. P1, for instance,
said: “I suppose these errors should be resolved by the engi-
neers [...]. Users can’t do anything about it even though they
know it had errors. They can’t just read the manual and revise
the codes”. Participants who expected the system to have
already been well-trained at the time of purchase reported that
when the system errs they would just call customer service
to fix it (e.g., P11). Although these coping strategies were
inherently incapable of improving the system, they should be
anticipated by anyone selling SHRAs to the public.

Personification and Expectations
Many previous studies have indicated that users would person-
ify computers and conversational agents, such as by showing
them politeness or otherwise responding to them as if they
are human [33, 48]. Thus, it was not surprising that some
of our participants scolded, encouraged, and/or praised the
SHRA. Also, the adjectives used to describe it included “re-
spectful”, “considerate” and “warm”. Taking P10’s comment
as an example, “It is trying to interact with me. I find it quite
sweet!” When the system failed, they would reciprocate its
friendliness; as P7 said, “If it told me it would try harder to
make better predictions next time, I would forgive it.”

The participants also mentioned numerous expectations of the
SHRA. Essentially, they expected it to be like an intelligent
housekeeper, who would ask the members of the household
for permission to execute actions when it had not yet fully
learned their needs and preferences, but who would then learn
them rapidly. P20, for example, said, “I want it to really
understand me, and its understanding should be built on me
telling it what I really need”. Similarly, P11 noted that “Just
like fighting bosses in videogames, you have to reach certain
levels to gain certain trust. [...] Winning the owners’ trust
should be based on the correctness of its actions. This is what
this kind of relationship should look like, instead of doing
whatever it wants. So, it’s like ‘mindsync’. If it can’t operate
at that level, it won’t be ‘smart’ to me.” One participant (P8)

also expected the SHRA to be able to justify why it did certain
things through interactive Q&A.

Many participants also expected that the SHRA would be
equipped with multiple capabilities related to personalization
and contextual awareness, such as identifying seasonal rou-
tines. For example, P14 said, “once the season changes, since
I won’t need AC during wintertime, smart homes could have
a different setting that asks me whether I would like to set
turning on the TV as the primary task.” Also, members of
households with pets told us that they were worried the SHRA
might automate actions based on pets’ behaviors, and hoped it
would eliminate such detection ‘noise’.

Surprisingly, nine out of eleven participants who mentioned
how fast systems should learn expected that an SHRA would
learn their patterns well within just one week, due to their rou-
tines being broadly weekly; and of these, two even anticipated
it would reach this level in three days. Just two were willing
to give it at least a month. Yet if the SHRA failed to learn
within the anticipated timeframe, it might lead to frustration.
P7, for example, said, “I would be pissed since I think grace
period shouldn’t really be longer than that!” P19, who was
only willing to give the system three days, said “If it has to
take up to a week to adapt, it would be problematic and I prob-
ably would start distrusting it, I would not use it”. In fairness,
given that not many of our participants had been exposed to
machine learning or artificial intelligence before, they might
not have been able to develop realistic expectations about how
fast an SHRA could learn their pattern reliably. Given these
circumstances, developers of such agents should anticipate
such expectations and manage their customers’ expectations
about how long they took to train. As P9 suggested, “If upon
purchasing the system you have told the purchasers that it
requires learning, and told the purchasers that it might take
up to multiple weeks to achieve good results, then I would
accept its errors and teach it slowly.” Similarly, P8 noted that
if users understood that the system could gradually improve
though their efforts, they might be more willing to “grow”
with it: “knowing that it is learning is enough for me, since
I know it has put my feedback into consideration; though I
don’t know whether or not it is actually improving, knowing
that it acknowledges it requires improvements is acceptable”.

DISCUSSION

Confidence Mattered, but Sometimes Not Enough
It has been acknowledged that system status is vital to smooth
human-computer interaction, regardless of whether AI is em-
bedded in the system [49, 2]. We observed that the inclusion
of confidence and its specific level impacted our participants’
assessments and diagnoses of the SHRA’s automated actions.
Despite their different interpretations of what confidence was,
the SHRA’s expressions of its confidence would impact their
assessments and perceptions both of whether an automated
action was problematic, and how they would adjust the SHRA
to correct problems. Their wide array of interpretations of
and feelings about confidence included unexpected notions
such as machine-like, immature, and reluctant. Miller [45]
suggested the possibility that confidence is not an ideal way
to explain intelligent systems to users, and Wang et al.[61]



also indicated that confidence models fall short when com-
pared to natural-language explanations. Though no-one in the
present study stated outright that confidence was an unaccept-
able term, our findings tend to support the idea that confidence
may not be the most suitable or understandable way of describ-
ing an SHRA’s status. This may be because ordinary users
are unfamiliar with the use of confidence in such contexts.
It could also be because our enactments did not include any
other explanations for the SHRA’s automated acts. If we had
had included any, the participants might have comprehended
confidence differently. But given that users make sense of,
assess, and diagnose SHRAs’ behavior based on the content of
user-system communication, it is crucial for future research to
explore other alternative means of describing and explaining
such systems’ prediction outcomes and decisions. It might
also be also worthwhile to study quantitatively, with larger
samples, how users’ interpretations of SHRA’s status affect
their sense-making and subsequent system adoption.

Mental Models’ Impacts on User-system Interaction
Myers et al. suggested that users’ tactics when systems err
mostly fall into the categories of guessing and exploration [47];
but in our SHRA case, we found that participants’ assessment,
diagnosis, and improvement strategies were influenced by their
mental models, and varied dramatically. For example, those
who perceived prediction outcomes as either right or wrong
tended to care only about what was being done, and not about
the reasons. This group also cared little about confidence, and
often attributed incorrect predictions to internal errors that
needed to be resolved by product developers, rather than to the
system’s learning curve. In contrast, those curious about the
system react differently. They were eager to learn more about
how the SHRA worked and how automated acts were made.

Participants’ mental models also seemed to affect how they
planned to improve the SHRA’s prediction capability. Those
who attempted to simplify the learning setting appeared to de-
velop a more advanced mental model of SHRA based on their
observations of the holistic relationship between the elements
in the detection area, as well as on their articulation of the
difficulty of recognizing patterns within a complex configu-
ration. The teaching approach, meanwhile, was adopted by
those who, at minimum, reasoned that prediction was related
to the association between their behaviors and their subse-
quent actions involving specific home appliances. Participants
adopting the compliance approach, in contrast, were relatively
unmotivated to improve the SHRA’s learning, but were gen-
erally comfortable with fitting themselves into what it had
learned already. However, despite all participants’ ability to
diagnose the SHRA’s problems and develop ways to address
them, their understandings and the resulting strategies were
not always accurate; and at worst, this could lead the SHRA’s
learning and performance to deteriorate. For example, while
it was interesting to observe that false predictions were not
considered inappropriate as long as they seemed reasonable,
participants complying with the system and not correcting the
acts was likely to adversely affect the system’s confidence
computations in the long run. More critically, most partic-
ipants thought that the SHRA should start to perform well
within a week, implying that the building of more accurate

mental models and the fostering of more realistic expectations
should be incorporated into SHRAs’ user-system communica-
tion approaches.

DESIGN SPACES FOR SHRAS
Based on this study’s main findings, we propose the following
four design spaces for SHRAs’ user-system communication.

At Onboarding
Three essential categories of information should be shared
between an SHRA and first-time users. These are:

1) Assessment consists of checking the household’s existing
AI-related knowledge and mental models, i.e., their under-
standing of the AI embedded in some widely known services,
along with their knowledge of machine training and learning.
We have found that users might not share the same mental
models, and that it is vital to identify where the household is
on a spectrum from caring only about what is done vs. why
it is done, since such mental models would affect their fu-
ture interactions with, assessments of, and expectations about
SHRAs. In the past, it has also been suggested that repairing
strategies should be matched to people’s different orientations
[31].

2) Customization means allowing households to tailor user-
system communication. At least, based on our study data,
this will include their preferences about system-notification
interfaces and responses, and their preferred default commu-
nication content regarding automated actions. SHRAs should
provide details of their confidence (or a similar construct),
with explanations, in a clear presentation format; and it should
be made clear from the start which home appliances the SHRA
must ask for permission to turn on or off. Additionally, for
homes that are co-living spaces, SHRAs need to be able to
identify their different inhabitants and tailor their automated
actions to their respective needs and levels of authority.

3) Setup comprises providing households with tutorials on
how to appropriately give feedback and improve their SHRAs,
how to manage their expectations regarding these systems’
performance, and how much training they need. Our study
shows households with sufficient baseline understanding of
SHRAs tend to be more willing to give such systems adequate
time to learn.

At Routing Prediction and Execution
We learned from our findings that during its initial stage of
learning, an SHRA should ask the members of its household
for their permission to perform actions. In part, this is because
receiving regular feedback over a lengthy period is important
to enhancing the quality of its predictions. Moreover, as well
as serving to remind its users that it is still learning, asking for
permission shows the SHRA’s respect for them. We learned
that the key is to make households more comfortable with the
system’s learning curve. As its number of successful learning
experiences increases, the SHRA may gain the trust of the
members of its household. Once this stage is reached, it can
ask the household members if it should continue asking for
their permission before performing automated actions, or only
notify them when its confidence is above a certain level.



As the above discussion implies, we feel that an SHRA should
ask for permission when it has low confidence that its action
is correct. However, if the above-mentioned onboarding as-
sessment indicates that the household desires relatively little
involvement with the system, and is more tolerant of incorrect
predictions, the SHRA could occasionally automate without
asking, at least in cases where the cost of the action is low
(both financially and in terms of effort). The SHRA also ought
to discourage the household from disabling its notifications,
by giving a proper explanation of the potential negative con-
sequences of choosing this option. We argue that this is vital
not only because it maintains the household members’ aware-
ness of the SHRA’s important functions, but also because
it affords them opportunities to interfere with its automated
actions whenever they wish to. On the other hand, as our
findings indicate that many factors can affect a household’s
desired level of involvement with their SHRA as well as the
content of their communication with it, a more advanced ser-
vice should be context-aware, not only of when to turn on
certain home appliances, but also when to involve users; what
communication content to show; and when to use certain inter-
faces to communicate. Factors that can be considered include
availability, mood, which people and pets are present, ambient
noise, the cost of incorrect actions, etc.

Finally, the SHRA should present communication content
preset by the household, but also offer an option for them
to request further explanation of its predictions, as we found
that occasionally they were interested in these details. For
example, when the household interferes with an automated
action, especially one executed on the basis of high confidence,
a friendly message should be presented first, followed by the
SHRA’s prediction status and an explanation that will allow
more accurate assessment and diagnosis of whether its learned
patterns should be revised.

Occasional Tips, Tricks and Quick Facts
Our research has shown different mental models for SHRAs.
Prior research has shown that people are more likely to form
accurate mental models of autonomous intelligence systems
when such systems provide explanations [13]. However, users
do not always pay close attention to onboarding tutorials and
have the tendency to skip those materials [4, 14]. The edu-
cation of households who are uninterested in learning about
their SHRAs is therefore a critical challenge. To prevent early
system abandonment due to unrealistic expectations caused
by inappropriate mental models of what SHRAs are capable
of, such systems should occasionally sneak in brief tips, tricks,
and quick facts about what information they detect, how they
learn, and how users can help them improve their predictions.
These messages could be placed on the user interface when
households are waiting, e.g., during system loading or transi-
tions. Links to external pages containing explanations could
also be placed next to false and/or low-confidence predictions.

Administration
Finally, our data suggest that an SHRA should allow the mem-
bers of its household to review all records of its automated
actions and predictions, along with explanations for them, in

an administration dashboard. This dashboard should also al-
low the users to modify all preferences they had previously set,
and allow more advanced configurations such as parameters
for prediction and for deciding whether to execute an act.

LIMITATIONS
The current study was subject to a number of limitations. First,
its qualitative findings were obtained from user enactments,
which took place in a mocked-up living room during a limited
period of time. Thus, we were not able to observe the natural
experience of households as we would have been able to in an
in-the-wild study. The scenarios our participants enacted were
also limited in terms of quantity and diversity, with the result
that we could not observe or hear our participants reflecting
on other scenarios. In addition, in all enacted scenarios, a lone
participant was the only person interacting with the system,
whereas in real life a smart-home system might be required to
interact with several people and animals simultaneously.

The average age of our 20 participants was 24.5, with the
oldest being 33, and all were students or white-collar workers
with relatively high levels of technology acceptance. This
would tend to limit the generalizability of the results. Also,
smartwatch prototypes were printed out on cardboard, and
the participants were asked to imagine that they were digital.
Thus, it might not have captured nuanced differences in in-
teractions across different types of screens. And lastly, given
that the goal of the study was to explore the design space and
to generate insights, our data were qualitative, and thus we
could not draw any firm conclusions about the relationships
among mental modes, the inclusion of confidence, and user-
system interaction. Nevertheless, we believe that this study
has generated numerous useful findings and practical design
recommendations in the four proposed design spaces of SHRA
user-system communication.

CONCLUSION
As various IoT appliances mature, and all-in-one smart-home
ecosystems are on their way to the market, this exploratory
study is an important step toward understanding both what
and how to communicate with potential SHRA-owning house-
holds. Knowing how our participants perceived the SHRA
and expected it to function should help practitioners tailor
such systems. Of particular usefulness in this regard will
be our findings regarding how confidence and users’ mental
models affected their assessment, diagnosis, and improvement
strategies for the SHRA; the factors that affected their desired
involvement in the system’s decision-making; and their levels
of interest in the system’s confidence levels and the reasons
for those levels. We hope that these findings and our design
recommendations will help researchers and practitioners in-
terested in SHRA to develop smart-home automation systems
with smooth user experiences and long-term user loyalty.
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